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One of the central issues in understanding comprehension processes is the dynamics by which inferences are drawn during reading, their maintenance over time, and their interplay with the representation being constructed. Progress on this front has yielded a distinction among several kinds of inferences. One kind of inference is drawn to establish coherence between a just-read clause and a previously read clause; this is typically called a *backward* or *bridging inference* (McKoon & Ratcliff, 1986; Singer & Halldorson, 1996). Another type of inference generates a prediction based on the clause and preexisting knowledge. This type of inference is essentially a knowledge-based elaboration of just-read material—an elaboration that may or may not be needed for establishing text coherence (cf. Seifert, Robertson, & Black, 1985). This kind of assertion or prediction about consequences that are likely items or events in the described situation is typically termed a *predictive* or *forward inference* (Murray, Klin, & Myers, 1993; Whitney, Ritchie, & Crane, 1992). Predictive inferences have therefore been assumed to be encoded as part of a referential situation model rather than as part of the text representation proper (Fincher-Kiefer, 1993).

In the literature there are differences in the experimental paradigms predominantly used to investigate these two nominal types of inferences, differences in the experimental evidence regarding the ubiquity of these inferences, and somewhat different theoretical treatments of these inferences. In this article our goal is to present a unified account of these nominally different inference types by presenting a formal model that we then apply to Keefe and McDaniel’s (1993) experiment, which demonstrated the existence of predictive and bridging inferences within the same set of text materials and experimental procedures. After accounting for the main findings of this experiment in terms of a computer simulation model we present a critical experiment for further testing the main assumptions of the model.

Although many researchers have found evidence for the frequent generation of bridging inferences (Bloom, Fletcher, van den Broek, Reitz, & Shapiro, 1990; Klin & Myers, 1993; McKoon & Ratcliff, 1992; Noordman, Vonk, & Kempff, 1992; Singer, Halldorson, Lear, & Andrusiak, 1992), there is much more debate about the spontaneous occurrence of predictive or forward inferences (see Keefe & McDaniel, 1993; Magliano, Baggett, Johnson, & Graesser, 1993; Potts, Keenan, & Golding, 1988). For example, experimental studies have presented sentences such as “The director and the cameraman were preparing to shoot closeups of the actress on the edge of the roof of the 14th story building when suddenly the actress fell.” Although not explicitly stated, one can draw the predictive inference that the actress died as a result of the fall.

To test whether readers, in fact, generate such an inference, Potts et al. (1988, Experiments 3 and 4) presented a word probe to readers (e.g., *dead*) subsequent to a sentence that followed the target sentence (“The director was talking to the cameraman and did not see what happened”). They compared the latency to pronounce...
the probe in this condition with the latency in a condition in which the target sentence could not support the particular inference (“when suddenly the director fell over the camera stand”). They found that there was no reliable difference in latencies. In contrast, when the second sentence (“Her orphaned daughters sued”) referred to the information implied by the first sentence, then the latency to pronounce the probe was reliably faster than in the control. On the basis of these data, Potts et al. (1988) concluded that readers, at least with these kinds of texts, construct bridging inferences but do not typically draw predictive inferences.

In a follow-up study, Keefe and McDaniel (1993) replicated these results and found that if the probe was presented immediately after the target sentence, then there was also evidence for the predictive inferences. As in Potts et al.’s (1988) study, if the probe was delayed until after the second sentence was presented, then there was no longer any evidence that the inference had been activated. This is in contrast to the intact priming after the second clause that was observed when the proposition that the actress had died was explicitly stated in the sentence. These data suggest that predictive inferences are drawn but that the dynamics of their construction and representation are not parallel with that of textually presented information. (See Figure 1 for example materials; the sequences of their presentation that were used in the explicit, predictive inferencing, and bridging inferencing conditions; and where priming effects were or were not observed. The sentences of the control condition were identical [Cycle 1], followed by: “when suddenly the director fell over the camera stand” [Cycle 2] and “By the time the camera equipment was set up again it was too dark to continue” [Cycle 3].)
A challenge, then, is to understand the implications of the just-mentioned pattern for the processes and representations that underlie predictive inferencing and to examine whether these processes are similar to those involved in bridging inferences (cf. Singer et al., 1992). We apply a prominent theory of text comprehension, namely, Kintsch’s (1988, 1998) construction–integration (CI) theory, to help explain these experimental data. In the following section we briefly describe CI theory. We then provide a complete theoretical specification of the generation and maintenance of predictive inferences on the basis of the key ideas of this theory. These specifications are used to conduct computer simulations to examine the extent to which CI theory and its mechanisms can provide a uniform explanation for predictive as well as bridging inferences. The empirical validity of this theoretical account is further supported by a recent experiment in which participants read the same text materials under different reading instructions, either focusing on the wording of the text or the situation implied by the text.

To conduct well-controlled psychological experiments, researchers often use short text materials, such as the ones shown in Table 1. For developing valid theories of inferencing, research with longer stretches of naturalistic texts that are created by writers who genuinely want to convey the presented information to readers is of equal importance (Graesser & Kreuz, 1993, p. 153). Singer and Kintsch (2001) recently demonstrated how CI theory can be applied to longer stretches of text. For the purposes of this article, however, we restrict our discussion to the types of texts shown in Table 1. We certainly would not perform this research with short texts if we did not expect our theoretical results to also generalize to longer stretches of text.

CI THEORY

CI theory (Kintsch, 1988, 1998; Singer & Kintsch, 2001) posits that text comprehension proceeds by a succession of two kinds of processing phases: construction and integration. During a construction phase, a new text segment (e.g., a clause) is processed, and additional knowledge units that are readily available (Gerrig & McKoon, 1998) or pertinent to the new clause (Graesser, Singer, & Trabasso, 1994) are activated, constructed from the reader’s prior knowledge (cf. Graesser & Zwaan, 1995; Singer, 1996), or both. These additional units are produced quite generously, resulting in a quite large collection of possibly redundant and inconsistent units. Each unit or node belongs to one of several representation levels. The nodes of the surface level represent the text verbatim in combination with its linguistic structure. The propositional nodes represent the meaning and the meaning structure of the text. The situational nodes represent the referential state of affairs that is addressed by the text. During the construction phase, these nodes become
further connected within their level of representation as well as between adjacent levels of representations (surface to propositional, and propositional to situational). The integration phase determines how well the various nodes fit together to support and supplement each other. These interrelations give rise to a coherent and rather consistent network structure. Nodes that do not fit with this emerging network structure will show low activation values and will therefore become disconnected from the net. The nodes that fit well with the emerging structure, on the other hand, will show high activation values. They are central constituents of the network.

CI theory has been used to explain how several different word meanings are activated, early on, after reading a word (i.e., during the construction phase) and to explain how in the subsequent integration phase the context will determine which of these meanings becomes suppressed (Till, Mross, & Kintsch, 1988). For a word like *mint*, two quite different meanings that are semantically closely related to either money or candy may thus both be generated during the construction phase, and the meaning that is context inappropriate would become disconnected from the network and thus deleted during the integration phase. Because a text is known to be processed in several cycles (Kintsch & van Dijk, 1978), one or several nodes must be carried over to the next processing cycles, if a coherent network is to be achieved as a cognitive representation of the text. The integration phase of the next processing cycle will therefore also include the knowledge units that have been carried over from the previous cycle. If a new propositional unit happens to resonate with some distant text information in long-term memory, then such long-term memory information may also be included in the construction phase (cf. Albrecht & Myers, 1998, pp. 88–89). If some new propositional unit cannot be connected to any of the already-activated information, then a strategic memory search is performed, and an appropriate node is reinstated from long-term memory (Miller & Kintsch, 1980).

Any application of a general theory to specific experimental data provokes a number of questions regarding how the general mechanisms of the theory should be applied. In this case the application concerns priming effects in a word pronunciation task. The priming effect serves as an empirical indicator of the mental generation of a corresponding inference or at least as an indicator of mental processes that are usually involved in the generation of an inference. There are several pivotal issues involved: Are tenuous, partial, or minimal inferences generated at the propositional or situational levels? In which ways are inferences different from explicit statements of the text? Which memory parameters of the CI model should be used for predicting priming effects? To address these questions, we built a CI model for the kinds of text materials that were introduced by McKoon and Ratcliff (1986) and more recently used by Potts et al. (1988), Whitney et al. (1992), Keefe and McDaniel (1993), Valencia-Laver and Light (2000), and many others (see Figure 1).
A MODEL OF INFEERENCE GENERATION
AND INFEERENCE MAINTENANCE

The basic task of applying a computational theory to an experimental data set consists of identifying the theoretical constructs that are most pertinent within the given theory and identifying the aspects of the data that the literature considers most important. In CI theory, multilevel representations, processing cycles with construction and integration phases, and limited memory assumptions yielding carryovers and reinstantiations are generally seen as the pivotal constructs. For the specific experiments, the presence or absence of a priming effect is the central focus. We first provide an explanation of the experimental data using the general constructs of CI theory described earlier. Next we present the computer simulations that verify the sufficiency of our top-level account.

At the top level of the theoretical account, the priming effects in the word pronunciation tasks of Keefe and McDaniel (1993) are predicted by the specific activation values of the critical situational node. Using the situational level as the predictor is most reasonable for these experimental data, because the control conditions of these experiments were designed to minimize word and related priming effects. The control condition contains the same or similar words as the experimental condition, so that word and related priming effects are eliminated when the priming effect is calculated by subtracting the latency of the control condition from the latency of an experimental condition. The effects that are empirically measured are therefore most likely effects that occur at the situational level. Because only one level is used as a predictor, this is also a very parsimonious assumption. After the first clause (“The director and the cameraman were preparing to shoot closeups of the actress on the edge of the roof of the 14th story building”) has been processed in the first cycle, the critical clause is presented.

Second Processing Cycle

For the second clause of the explicit condition it is predicted that the critical situational node will achieve a high activation because this node is strongly interconnected with the propositional level and thus obtains sufficient activation for priming to occur. More specifically, in the explicit condition the second clause reads “when suddenly the actress fell and was pronounced dead.” In the construction phase, the surface level, propositional, and situational nodes and the various links interconnecting these nodes are constructed for this clause as usual (cf. Kintsch, Welsch, Schmalhofer, & Zimny, 1990). Because the fact that the actress is dead is explicitly stated, it is represented by verbatim and linguistic nodes (surface level) as well as by propositional nodes and situational nodes. After this construction phase an integration process is performed, yielding various activation values for the different nodes. This integration process produces a
high activation for the situational “is dead” node, and a priming effect is thus assumed to occur.

For the second clause of the implicit or inferencing condition the critical situational node will also obtain a high activation value, but for a somewhat different reason. Because the inference is constructed from world knowledge at the situational level, the critical situational node is strongly interconnected, but this time with other nodes at the situational level rather than with the propositional level. More specifically, here the critical clause reads “when suddenly the actress fell.” A key feature of CI theory is that elaborations are generously formed during the construction phase. The inference that the actress is dead will thereby be constructed from world knowledge about what can happen when one falls from a great height. The inference is thus represented at the situational level, where it is connected to the “actress falls” node from which it was inferred. Because the actress being dead was not stated in the text (and is not required for establishing a coherent text base), there is no corresponding representation at the propositional or surface levels. Once constructed, the integration process is performed. In this case, the interconnectivity at the situational level will be responsible for yielding a high activation for the situational “is dead” node and the priming effect.

To establish coherence between the second and the third clauses, a restricted number of propositional and situational nodes are held over to be integrated with the information from the third input cycle. Some nodes may also be reinstated from long-term memory. These carryover and reinstatement processes occur in the same manner in all of the different conditions. It is important that in the explicit condition there are propositional and situational units (stating that the actress is dead) that are carried over, whereas in the implicit condition there is only the respective situational unit. For the third processing cycle one thus obtains the following predictions.

Third Processing Cycle

In the third processing cycle of the explicit condition there is a high interconnectivity at the propositional level, and the critical situational “is dead” node is well connected with it. Therefore much activation also settles at this situational node, and a priming effect is predicted. More specifically, the third clause reads “The director was talking to the cameraman and did not see what happened.” Surface level, propositional, and situational nodes are again constructed for this clause and integrated together with the units that have been held over. The propositional node (about the actress being dead), which is held over from the previous cycle, thereby produces the difference relative to the predictive inference condition, where this node was not constructed and could therefore also not be carried over.

In the predictive inferencing condition the critical situational node is not very well interconnected. Unlike the explicit condition, it is not well interconnected to
the propositional level and, unlike the bridging inferencing condition, it is also not well interconnected at the situational level. The absence of a priming effect is therefore predicted for the predictive inferencing condition.

In the bridging inference condition the information that is newly processed connects well at the situational level to the critical situational node. The critical situational node is thus well interconnected at the situational level, and priming is predicted to occur. More specifically, here the third clause reads “Her orphaned daughters sued the director and the studio for negligence.” Through elaboration processes and constructions at the situational level, the orphaned daughters and the suing for negligence become related to the “dead actress” node. Consequently a high interconnectivity of the critical node is expected at the situational level, and a priming effect is predicted.

The application of CI theory to this particular set of experimental materials thus shows that, according to the theory, not all empirically observed priming effects are created equal. The priming effects of the explicit conditions are due to the highest interconnectivity occurring at the propositional level, and the priming effects observed for the inferencing conditions (implicit second cycle and bridging inferencing third cycle) are due to the highest interconnectivity occurring at the situational level. The application of CI theory to inferencing thus also yields a differentiating variable, namely, the amount of construction processes at the propositional and situational levels. Because according to the current model the priming effects are not created equal, an experimental manipulation of the strength and extent of propositional and situational constructions should systematically influence the priming effects. Before presenting recent experimental data that test this prediction, we report formal model simulations to verify the sufficiency of our approach.

COMPUTER SIMULATIONS

We first describe the representational units for the specific texts in the different experimental conditions. We then present how the CI program (Mross & Roberts, 1992) instantiated the three input cycles proposed by our model for the explicit and implicit conditions.1

1A complete description of these simulation runs may be obtained by writing to Franz Schmalhofer. All of the construction–integration simulations were further rerun and replicated by the Concatex simulation program (van Elst & Schmalhofer, 1998), which is computationally identical to the construction–integration program but has a different kind of user interface. Concatex consists of EXCEL macros and thus uses matrix notation and spreadsheets for representing the network structures, which yield a more readable documentation.
Representational Specifications

Following the examples developed by Kintsch et al. (1990), we first obtained the surface representations of the text materials: A separate verbatim node was generated for each of the content words, and a linguistic node was generated for each phrase structure of the text. For example, a node was constructed for “the director,” another node for “the cameraman,” and a third node for the phrase “the director and the cameraman.” These nodes were then linked according to the syntactic structures of a sentence, as reported by Kintsch et al. (1990). Figure 2 shows the tree structures that were obtained for the first, second, and third clauses of the different experimental conditions. At this surface level the critical second clauses of the explicit and the implicit conditions differ only by Nodes L12 and S9. Because of the experimental manipulations and the resulting differences in the text materials, these nodes are present in the explicit condition but not in the inferencing conditions. For the various texts that were used by Keefe and McDaniel (1993), the presence or absence of such nodes constitutes the systematic difference between explicit and implicit conditions.

We determined the propositional representations of the specific texts according to the guidelines provided by Bovair and Kieras (1983) and the specific examples of Kintsch et al. (1990). Figure 3 shows the propositions for the three clauses of the explicit and the inferencing conditions. Again, there is only a small difference in
the two representations; namely, the proposition P12, which states that the actress was pronounced dead, is missing in the inferencing condition. For all texts, this is the systematic difference between the explicit and implicit conditions.

The scriptal norms that Galambos (1983) collected provide a good guideline for specifying the situational level for simple narratives like the present texts. A stunt schema was assumed to determine the basic structure of the state of affairs that is referred to by the text (see Figure 4). This stunt schema was represented by a node for the schema header (the node M_s), which has links to the various slots of the schema. By virtue of this schematic structure, the slot fillers, which are also repre-
sent as nodes, become connected to the schema structure. There is a node for the person performing the stunt (M6), the particular stunt action, the purpose of the stunt, the persons who are in charge or responsible for the stunt, and the result of the stunt action (see Figure 4). For schemas that one might alternatively postulate as the referential situation (e.g., an accident) the simulation yields identical or similar results, as long as this schema is represented by an identical or similar network structure.

**Processing Specifications**

Corresponding to the three clauses of the text (see Figure 1), the text was processed by three input cycles (cf. Fletcher & Bloom, 1988; Miller & Kintsch, 1980). Each cycle consisted of a construction phase, in which the surface level, propositional, and situational nodes, and the connecting links, were constructed for the respective text segment. An integration process was then performed with Mross and Roberts’s (1992) program. This program simulates the spreading of activation through the network until the activation of each node settles; that is, further processing cycles no longer noticeably change the activation values of a node. The activation values of the various nodes were then recorded. For a rigorous comparison of the model predictions to the experimental data we wanted to eliminate any degrees of freedom that would be due to estimating parameters from the present data set. We therefore used as external parameters of the model the link strengths that Kintsch et al. (1990, p. 143) had already used. We further reduced the variety of values in the parameter set by assuming that the strengths of the situational links would simply be identical to the respective strength values of the propositional and surface levels. The links between adjacent nodes of the situational level thus had a strength value of 3, as did the links at the propositional and surface levels (there were no shortcut links that would have directly connected the nodes that were two links apart). The links from the surface to the propositional level and the links from the propositional to the situational level had a strength value of 4. The link that results from the knowledge-based inference generation (the link between M10 and M12) was similarly assumed to have a strength value of 4. In addition, and again identical to Kintsch et al., each of these nodes is also connected to itself with a strength of 5. These self-connecting links are not shown in Figure 5.

The integration phase of the first processing cycle, which is identical for all conditions, yielded the highest activations for the propositional node P5 and the stunt schema M_s. These two nodes were therefore carried over to the second processing cycle. To establish coherence for the two propositions P11 and P12, the nodes P4, P6, and M6 were furthermore reinstated during the construction phase of the second processing cycle. The first critical difference among the experimental conditions occurs in the second processing cycle. Although in the explicit condition the actress being dead is directly mentioned in the text, in the
inferencing condition this (potential) fact about the referential situation must be constructed from the world knowledge that is mentally available to the reader. Although in both conditions the (potential) fact of the actress being dead will be formed and cognitively represented at the situational levels, the cognitive processes that construct this representation are necessarily somewhat different. If there are different inputs for the construction process, then the construction process must be adjusted to the differences of the inputs. We therefore explicate these differences in terms of the cognitive processes and the resulting knowledge representations.

In the explicit condition, the actress being dead is directly stated. The respective situation node can therefore be constructed in a bottom-up manner. From the surface forms, propositional nodes are formed that in turn yield the respective situational node (M12), representing the fact that the actress is dead. In the resulting cognitive representation, this path of cognitive processing is reflected by a link between Nodes L12 and P12 and by a link between Nodes P12 and M12.

In the inferencing condition, on the other hand, the circumstances are quite different. The critical fact is not stated in the text. Therefore, there will be no respective representation at the surface level. As a consequence a corresponding propositional node can also not be constructed. The construction of the situational node M12 must thus also proceed differently. It is known that less explicit
texts can stimulate more active processing at the situational level (McNamara, Kintsch, Songer, & Kintsch, 1996). This applies not only to texts as a whole but also to individual segments. The situational fact of the actress being dead is therefore actively constructed as the causal consequence of the actress falling (i.e., from Node M10). In the inferencing condition, Node M12 is thus actively generated, and this path of processing is again reflected by a respective link from M10 to M12.

Figure 5 shows the representational consequences of this differential processing. In the explicit condition there are more nodes at the propositional level, which are, in addition, more highly interconnected than in the inferencing condition. This difference is directly due to the nature of the difference between the explicit and the inferencing condition, namely, whether something is explicitly stated or must be inferred. As a consequence, in the integration phase more activation settles at the propositional level in the explicit condition. In the inferencing condition, on the other hand, more activation settles at the situational level. Despite this important difference, the M12 node obtains about the same high level of activation in both conditions, because in the explicit condition it is well connected to the propositional level, and in the implicit condition it is well connected within the situational level. Although for different reasons, a priming effect is thus obtained in both conditions.

In the explicit condition the propositional nodes P6, P10, and P12 are the nodes that obtained the highest activations, and these nodes are therefore carried over to the next processing cycle, together with their situational counterparts (M6, M10, and M12). In the inferencing condition only Nodes P6 and P10 obtained a very high activation, so that here P6, P10, M10, and M12 are carried over as the relevant cluster of nodes.

The construction phases of the third processing cycle are completely identical in the explicit and the forward inferencing conditions. However, there is a difference between the two conditions that is carried over from the previous cycle. As described, this difference lies in the connections among Nodes P10, P12, M10, and M12 and the missing P12 node in the inferencing condition. As a consequence of this difference the explicit condition yields a higher interconnectivity at the propositional level, where Node M12 is well connected to this propositional level. This, in turn, results in a higher activation for the M12 node in the explicit condition than in the inferencing condition. In the inferencing condition the M12 node is somewhat isolated at the situational level and therefore does not obtain much activation.

In the construction phase of the third processing cycle of the bridging inference condition the surface and propositional nodes and links are constructed as usual (see Figures 2 and 3). At the situational level a litigation schema that has slots for accuser, defendant, issue, and result is activated (see Figure 4), and the respective slots are filled. Because the situational “dead actress” node (M12) is closely related to the “orphaned daughters” node (M20) as well as to the issue of the lawsuit
(M26), the construction processes connect Node M12 to Node M20 as well as to Node M26. Thereby a high degree of interconnectivity is obtained at the situational level and around the critical node M12. As it turns out, the integration process therefore yields a high activation for the critical node M12.

The M12 node thus collects a high level of activation, but again for a completely different reason than in the explicit condition. In the explicit condition the high activation of the M12 node was due to the high degree of interconnectivity at the propositional level. In the bridging inference condition, on the other hand, the high activation of the M12 node is due to the interconnectivity at the situational level. It is thus seen that empirically determined priming effects of about equal size may have quite different causes. Depending on the particular network structure, the priming effect may be due to a high interconnectivity at the propositional level or to a high interconnectivity at the situational level.

Table 1 shows a comparison between the exact numerical values we obtained by running the CI simulation program and the empirical priming effects (or inference encoding scores; see Graesser & Zwaan, 1995, p. 126) of the respective experimental conditions from Keefe and McDaniel’s (1993) Experiment 3. This comparison shows that there is a close correspondence between the model predictions and the data. Whenever the situational “is dead” node became highly activated by the integration process, a priming effect was also reliably observed in the respective empirical condition. Also, and equally important, in the empirical condition in which there was no significant priming effect (the third input cycle of the forward inference condition), the activation of the critical situational node was also very low. Thus, there is a clear qualitative correspondence between the pattern of the

<table>
<thead>
<tr>
<th>Input Cycle</th>
<th>Model</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>33</td>
<td>30*</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>33*</td>
</tr>
<tr>
<td>3</td>
<td>35*</td>
<td>4</td>
</tr>
</tbody>
</table>

Note. Following Graesser and Zwaan (1995), we calculated the empirical inference encoding scores by subtracting the mean naming latency for the test word (e.g., dead) in the explicit or inference context from the naming latency of the same test word in the unrelated context. The model predictions consist of the activation values of the situational “is dead” node (M12) that resulted from the integration process. To avoid decimal numbers, we multiplied the activation values of the computer output by 100.

*p < .05.
model predictions and the presence or absence of a priming effect in the respective experimental conditions.

In sum, Keefe and McDaniel’s (1993) results can be explained well in terms of the general construction and integration mechanisms of CI theory. According to this CI explanation, the persistence of informational units (i.e., inference or explicit statements) is not dependent so much on whether it has been explicitly stated or inferred but is a function of the interconnectivity of the various units at the different levels of representation. In the explicit case the interconnectivity is achieved mostly at the propositional level, whereas in the implicit conditions the interconnectivity is achieved at the situational level. This implication is consistent with recent work on predictive inferences as well, showing that such inferences do remain activated when the foregrounding of the text is consistent with the information inferred (Murray et al., 1993) and may become encoded into long-term memory (Klin, Guzman, & Levine, 1999). When the foregrounding is not consistent with the inferred information, then there is no evidence for continued activation of the inference (Klin & Myers, 1993). Similarly, when the inferred information is no longer in the focus of the discourse, then there is no evidence for a continued activation of the inference (cf. Duffy, 1986; Murray et al., 1993, p. 471).

We evaluated the proposed CI model by comparing its theoretical predictions for the different variations of one of the texts (i.e., the text about the falling actress) with the experimental data. Unlike the model predictions, the experimental data were collected with many different texts. Because the experimental design imposed the important structural manipulations on each one of them, there would appear to be only incidental or irrelevant but no systematic and important variations among the different cover stories. These presumed uniform structural properties in all of the texts are essential for our modeling work, because it would be far too time consuming to perform the reported simulations for all of the different texts.

To reassure ourselves about this uniformity, we looked at all of the stimulus texts and found that some of the experimental materials do have important differences from the text about the falling actress. Whereas the inference from the text about the actress is based on a physical event (i.e., a person falling) and explicates its causal consequence (i.e., the death of the person), there is another group of texts in which the inference is based on some person’s needs and motives (e.g., a person being tired) and predicts his or her action (i.e., that the person will sit down on a chair). Some texts of the experimental materials thus invite causal inferences (as the actress text), and the remaining texts invite motivational inferences. Therefore we also performed simulations for one of the texts that invited motivational inferences.

**Motivational Inferences**

One of the prototypical texts with a motivational inference is about a tired speaker. The text of the predictive inferencing condition reads as follows: “After standing
through the three-hour debate” (Cycle 1), “the tired speaker walked over to his chair” (Cycle 2). “He realized that his valiant effort was probably in vain” (Cycle 3). In the explicit condition, the phrase “and sat down” is added to the second cycle. As in all other texts, the material of the bridging inference condition differs from the predictive inference condition only in the third cycle, which reads “It felt extraordinarily good to get the weight off his tired legs.”

We again constructed the different representation levels by using the previously used guidelines. For the first processing cycle we thereby obtained a representation that consisted of 9 nodes at the surface level and 3 nodes at the propositional level. Because the first phrase did not contain sufficient information for explicating a specific situation, there were no knowledge constructions at the situational level. In the second cycle of the inferencing conditions, 10 surface nodes, 3 new propositional nodes, and 3 situational nodes were obtained. The situational nodes were part of a general action schema stating that a person who has specific desires and needs will take an appropriate action to satisfy these needs (cf. Schank & Abelson, 1977). The explicit condition had 2 additional surface nodes and 2 additional propositional nodes, all of which resulted from the statement that the speaker sat down. At the situational level the difference between the explicit and the inference conditions again concerned the interconnectivity. In the explicit condition the situational node of the inference statement was connected to the respective proposition. In the inference condition, on the other hand, the situational node of the inference statement was connected to the situational node that described the motivational precondition, that is, the node from which it was inferentially derived. In the third cycle of the bridging inference condition there were 13 surface nodes, 5 propositional nodes, and 3 situational nodes that filled the result slot of the previously activated schema. In the third cycle of the other two conditions (explicit and predictive inferencing) there were 10 surface nodes, 4 new propositional nodes, and 5 situational nodes that activated a new schema.

By running the simulation program we again obtained simulation results that showed a good qualitative fit to the experimental data (see also Table 1). For the explicit condition, the theoretically derived inference encoding scores were 30 (second cycle) and 19 (third cycle). For the predictive inference condition, the theoretical inference encoding scores were 40 (second cycle) and 0 (third cycle). For the third cycle of the bridging inferencing condition, the respective score was 27. In sum, the modeling of motivational inferences replicated the results we obtained for the causal inferencing condition.

The simulations of the comprehension processes for the two types of texts (causal and motivational) thus yielded the same qualitative pattern of results with somewhat different numerical values. These qualitative fits with two quite different texts corroborate that the model predictions are stable with regard to such incidental variations as the number of words, propositions, or situational units in the
various processing cycles of a text. These numbers differed quite widely between the two texts.²

EXPERIMENTAL TESTS

A salient characteristic of our theoretical analyses of the priming data is the assumption of a multilevel representation and the resulting observation from the simulations that the high activation value of the critical situational node (i.e., the M12 node) is sometimes due to a high interconnectivity at the situation level (i.e., in the implicit conditions) and at other times due to a high interconnectivity at the propositional level (i.e., in the explicit conditions). This observation opens up the possibility for a critical experimental test of the current explanation of the observed priming effects. As Schmalhofer and Glavanov (1986) showed, instructions that focus the reader on the formation of a situation model (situation-focused reading) may yield stronger situation representations. Similarly, instructions that focus the reader on the text proper (text-focused reading) may yield stronger (verbatim and propositional) text representations. Situation-focused reading instructions should therefore divert activation to the situation level, and text-focused reading instructions should divert activation to the text levels.

In the terminology of the scenario mapping and focus theory (Sanford & Garrod, 1998) such a manipulation would be said to either stress the implicit focus (situation-focused reading) or the explicit focus (text-focused reading) more strongly. Whenever priming is due to a high interconnectivity at the situational level, the priming effect should consequently get stronger when a reader focuses on the construction of the situation model during reading as opposed to focusing on the text. More specifically, in the third processing cycle of the predictive inferencing condition situation-focused reading instructions would yield more elaborations at the situational level, which in turn yields the provocative prediction from the model that, even at this late time of testing, priming should now occur in the predictive inferencing condition.

Because in the bridging inferencing condition the priming effect is similarly due to the interconnectivity at the situational level, situation-focused reading instructions may similarly increase the priming effect in the bridging inferencing.

²In text research such variations in materials often motivate statistical analyses with texts (rather than participants) as an incidental random variable. For the different planned pairwise comparisons, Keeve and McDaniel (1993) also performed such analyses. We may therefore additionally confirm the observed qualitative fits between the model and the data by calculating the respective statistical tests for the simulation outputs. Although for the simulation data there are only a few observations for each statistical test, the statistical tests on the simulation outputs replicated the results from the planned pairwise comparisons Keeve and McDaniel (1993, p. 458) reported.
condition compared to text-focused reading instructions. On the other hand, whenever priming is due to a high interconnectivity at the propositional level, as in the explicit condition, the priming effect should get stronger when a reader focuses on the wording of the text during reading as opposed to focusing on the construction of the situation model.

We (McDaniel, Schmalhofer, & Keefe, 2001) tested the foregoing predictions. We implemented two different reading instructions in which the participants either had to focus on the text proper (text-focused reading) or the situation described by the text (situation-focused reading). Our model predicts that when the reading focus is on the situational level, a priming effect will occur in the predictive inferencing condition in a context in which that condition previously has not shown this effect. More specifically, a priming effect is expected in the situation-focused reading condition after the third processing cycle of the predictive inferencing condition. This is because the situation-focused reading instruction yields a more elaborate situational elaboration so that previously unconnected situational nodes are now connected. In terms of the computer simulation, the M_c nodes (see Figure 4) thus become connected to the M10 and the M12 nodes (for the predictive as well as the explicit conditions of the situation-focused reading condition). Because this is an elaboration or inference, the node strength 4 is again used. In text-focused reading no such elaborations are stimulated, and the networks remain as they have been described.

The change of processing effort toward verbatim and propositional representations (in the text-focused reading instructions) or toward the situation level (in the situation-focused reading instructions) was reflected by modifying the self-referential links at the respective levels. For text-focused reading the values of the three levels were 6 (verbatim), 6 (propositional), and 4 (situational level). For situation-focused reading the respective values were 5 (verbatim), 5 (propositional), and 6 (situational level). These strength values agree quite well with the computer simulation of the differences between text- and situation-focused reading instructions in Schmalhofer and Glavanov’s (1986) experiment (Experiment 3), which Schmalhofer (1998, pp. 150–158) recently performed. As in this previous computer simulation, the strength values were again set under the algorithm in which reading with a particular focus (text or situation) produces higher strength values at the respective level of representation and possibly lower strength values at the other levels. Recall that a strength value of 5 was used for all three levels in the modeling of Keefe and McDaniel’s (1993) experiment in which no specific reading focus was instructed. For the critical levels the selected values were thus appropriately higher than the value of 5, which was used for reading without a particular reading focus. Table 2 shows the numerical predictions of the model for McDaniel et al.’s (2001) experiment along with the priming results from that experiment.

As can be seen in the table, the entire pattern of results converges with that anticipated by the model. The model correctly predicted significant priming for
the predictive inference condition (even when the probe was delayed until after a second sentence), provided that the situational representation continued to receive activation. The model correctly predicted that priming in the predictive condition would not be obtained (for the probe after the second sentence) when the situational representation was not a specific focus during reading (i.e., in the text-focused condition). This pattern of results converges with the model’s premise that predictive inferences are represented at the level of the situational representation.

Furthermore, our model anticipated an increase in priming (for the probe) for the situation-focused reading condition relative to the text-focused reading condition for the bridging inference condition. Because the model views bridging inferences as being constructed and represented in the same manner as predictive inferences, the situational representation of the inference should profit from activation to the situational level (i.e., situation-focused reading). The numeric priming patterns we observed in our (McDaniel et al., 2001) experiment are as predicted.

The predictions emanating from our model are based on details of the representation of the inference and its state of activation, aspects that are not captured in other frameworks. Without such assumptions, existing frameworks of predictive inferencing would not necessarily predict our (McDaniel et al., 2001) finding that predictive inferences remain active after presentation of the second sentence under conditions in which the situational representation receives focal attention but do not remain active otherwise (with materials of the type used here). Some frameworks posit that, once inferences are drawn, they are represented at a propositional level (Keenan & Kintsch, 1973). Given that the predictive inferences appear to be drawn for the present materials (Keefe & McDaniel, 1993), the implication is that activation of the inference should persist (to the extent that activation of the explicitly presented information persists). This expectation clearly is not consistent with both the present results and past findings.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Reading Focus</th>
<th>Model</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit</td>
<td>Text</td>
<td>23</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td>Situation</td>
<td>59*</td>
<td>43*</td>
</tr>
<tr>
<td>Predictive inference</td>
<td>Text</td>
<td>5</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Situation</td>
<td>14</td>
<td>45*</td>
</tr>
<tr>
<td>Bridging inference</td>
<td>Text</td>
<td>21</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Situation</td>
<td>33*</td>
<td>58*</td>
</tr>
</tbody>
</table>

*Note.* For a detailed explanation of the presented scores, see Table 1.

*p < .05.
Other frameworks suggest that predictive inferences are minimally drawn and are only marginally represented (or activated) unless subsequent text reinforces the inference in which it may become fully represented (McKoon & Ratcliff, 1992; Singer et al., 1992). In a post hoc fashion, these frameworks might account for our findings by suggesting that predictive inferences are fully drawn under conditions in which the reader is focusing primarily on the situational information conveyed by the text and are accordingly maintained subsequent to the target (first) sentence. Note that this account still diverges from our model. As developed earlier in this article, in our model the inference is typically drawn, even under conditions that do not specifically focus the reader on situational aspects of the text. Because the inference is represented at the situational level, it will be reflected in the knowledge net, but it will not necessarily remain active unless further text reinforces the inference or unless the reader for whatever reason focuses on the situational level. The two foregoing accounts could possibly be distinguished. For instance, the minimalist view might expect that, under standard reading conditions, when the inference is not reinforced by subsequent text, there would be a very minimal trace, if any, of the drawn inference. In contrast, our model holds that under standard reading conditions the inference is still fully represented at the situational level and will therefore become part of the long-term memory representation, as Klin, Murray, Levine, and Guzman (1999) recently found. If later text inputs afforded a boost in activation for that situational node, then the inference would be evidenced. Delayed recognition probe results from McKoon and Ratcliff’s (1986) Experiment 4 are consistent with this expectation. A boost in activation may also occur when some newly available information resonates with a situational node or a cluster of situational nodes (cf. Albrecht & Myers, 1998; Myers & O’Brien, 1998), or when a reader actively seeks to link some information to a node that is part of a causal structure (cf. Noordman & Vonk, 1998; van den Broek, 1990).

**GENERAL DISCUSSION**

In the early models on inferencing in text comprehension it has been assumed that once an inference is drawn its representation persists in the same way as the encoding of an explicit statement. As Kintsch (1974) assumed

> if there were some propositions in the original text base that were not expressed explicitly in the text itself, the reader will infer these propositions and store them in memory in the same way as other propositions that were presented explicitly in the text. (p. 54; cf. Keenan & Kintsch, 1973; Suh & Trabasso, 1993)

This assumption has been based on an atomistic view of text representation, whereby the different meaning units (i.e., propositions) are identical for inferred
and explicitly presented information (e.g., Kintsch & van Dijk, 1978; McKoon & Ratcliff, 1992). Moreover, the links between these propositions mostly represent the coherence of the text without influencing the representational strengths of the propositions themselves. The influence of the links on the memory representation is only indirect, in that the links may determine the propositions that stay in working memory and are thus better remembered as a consequence of repeated rehearsal (cf. Fletcher, 1986; Miller & Kintsch, 1980).

The extensive experimental research of the last 15 years has produced an increasingly more differentiated picture. In the experimental research, several nominal distinctions of inferences have been introduced (cf. Graesser, Singer, & Trabasso, 1994, p. 375; Seifert et al., 1985; Singer, 1994) and assessed by online as well as memory measures. This research has led to a fundamental distinction between two kinds of inferences: predictive and bridging (McKoon & Ratcliff, 1986, 1992; Potts et al., 1988; Singer & Halldorson, 1996). The conventional thinking has been that a bridging inference is generated at a point in which some sort of incoherence (e.g., referential, McKoon & Ratcliff, 1980; or causal, motivational, Singer, 1996; and similar types of higher level relations, Graesser et al., 1994) has been found between the currently processed clause and preceding clauses. Because texts are coherent structures that are not always reflected in the surface forms, bridging (or backward) inferences were assumed to be a necessary part of text comprehension (Kintsch & van Dijk, 1978). A predictive (or forward) inference, on the other hand, was assumed to be based on world knowledge that is used to elaborate some text information, for example, to predict some future event, a motivational state of an agent, and so on. Predictive inferences were therefore seen to be optional, occurring only when such information is automatically available or under special processing goals (McKoon & Ratcliff, 1992).

In the theoretical research of the last 25 years the early theories of text representation (Kintsch, 1974) have evolved into more complete theories about different kinds of cognitive representations and processes. In particular, one now distinguishes among different levels of meaning representations (Fletcher, 1994; Graesser, Millis, & Zwaan, 1997; Perrig & Kintsch, 1985; Schmalhofer & Glavanov, 1986; van Dijk & Kintsch, 1983). The aforementioned terminology of nominally different types of inferences should therefore not remain in isolation from these newer theories that clearly distinguish between text representation proper and a referential situation model and sequences of processing cycles (Graesser et al., 1994; Kintsch, 1998).³

³By defining different inference types on the basis of psychological process theories (e.g., CI theory), nominal distinctions of inferences that are currently used in experimental research can be developed into a more theoretically founded taxonomy of inference processes. Guthke (1991) and Kintsch (1993, 1998) similarly suggested a more process-oriented classification of inferences in text comprehension.
In the computer modeling of inference processes, however, the distinction of text and situation representations has not yet received much attention. In Kintsch’s (1988) original modeling work with CI theory, only the propositional level was used to illustrate the theory’s explanation for topological inferences. Specifically, to account for Till et al.’s (1988) inferencing data, Kintsch (1988) restricted his analysis to the propositional net and added a cause–effect node to this level to represent the inference. Singer and Halldorson (1996) similarly used just the propositional representation for predicting a speedup of processing times due to the construction of appropriate motivational inferences. The important question according to the foregoing accounts thus concerns the levels of representation and the point in time at which inference units are generated.

To address this question we considered several experimental data sets that systematically manipulated the text materials so that the inference conditions coincided with the classical nominal distinction between predictive (forward) and bridging (backward) inferences. By using the assumptions of the CI framework (Kintsch, 1988, 1998) we were able to theoretically unravel the underlying components of predictive and bridging inferences. In doing so we found that, at least for these materials, both types of inference conditions could be explained within one unified account. One mechanism (that depends on world knowledge) constructs the inferences in both situations, and an integration component determines its persistence. Similar to the model inferences Lea (1995) investigated, it was assumed that these inferences are generated at the situational level and are held in working memory as a part of the reader’s situation model (cf. Fincher-Kiefer, 1996). In this view, the difference between a predictive and bridging inference is not the time at which they are generated or the mechanism by which they are constructed. Instead, bridging inferences may well originate as predictive inferences, but bridging inferences are later substantiated by a subsequent clause.

Other kinds of text materials may clearly afford different generation processes for bridging or backward inferences. For example, research conducted by Myers, O’Brien, and their colleagues (e.g., Myers, O’Brien, Albrecht, & Mason, 1994) showed that information in long-term memory, or possibly in long-term working memory (Ericsson & Kintsch, 1995), may resonate with some newly processed text information (Albrecht & Myers, 1998; Myers & O’Brien, 1998) and subsequently produce a referential or bridging inference in a mental model (Albrecht & O’Brien, 1993). Such experimental evidence indicates that global information required for causal bridging inferences is activated even when there is no coherence break in the currently processed text segment (Cook, Halleran, & O’Brien, 1998). Because our experimental text materials are much shorter than the materials Myers, O’Brien, and their colleagues studied, such long-range resonance processes could not play any role in our theoretical and experimental research. However, our model may well be extended to longer texts in which resonance processes may occur when bridging inferences are constructed to distant text information (Albrecht & Myers, 1998).
Another mechanism that generates causal inferences has been described by the validation model (Singer et al., 1992). Singer (1996) also successfully modeled his proposed mechanism within the framework of Kintsch’s CI theory. His CI analysis included text base as well as situation model elements and focused on causally related propositions and thus on the propositional level. According to Singer (1996), a causal inference may require a reader to work backward from some newly read information to previously presented ideas. Because the causal inferences proposed by Singer are generated from the second sentence backward, they are best referred to as backward inferences.

For instance, when reading the second sentence of the two-sentence text “After five minutes, Rich’s shower turned cold. He turned the shower off,” it may be noticed that the two sentences do not causally connect (Singer, 1996, p. 2). Therefore, the required link with the informational contents of “cold water is uncomfortable” may be generated from the two sentences by abductive reasoning as well as for a respective inconsistent causal sequence such as “… He turned the shower up.” This tentative inference is subsequently validated against general knowledge.

Similarly, when reading “Chlorine compounds do not react with other substances. They make good propellants” (cf. Noordman et al., 1992), abductive reasoning may produce the tentative mediating idea “Propellants must not react with other substances,” which may then subsequently be validated with reference to the relevant domain knowledge. Singer (1996) thus proposed a knowledge domain independent idea generation process that relies on general heuristics that are triggered by a causal incoherence. Domain knowledge is used only for the validation of the idea during the subsequent knowledge integration phase.

Singer’s (1996) backward inference generation process is thus substantially different from the knowledge-based inference generation processes that we have described in our unified model of inferences. Therefore, within the framework of CI theory, the two mechanisms supplement each other quite well. As Noordman et al. (1992, p. 588) conjectured, “the reader’s knowledge is an important factor in controlling the inference process.” Because abductive reasoning does not require domain-specific knowledge, it may be predicted that the backward inferences Singer proposed occur more frequently in readers who are domain novices and that the bridging inferences of our unified model can be observed in readers who are more expert in the specific content domain of the text. For events such as an actress falling from a high building every person possesses the relevant domain knowledge and must thus technically be classified as an expert. However, not everybody is an expert on natural science or information technology (Noordman et al., 1992; Schmalhofer, 1998, Experiment 8).

According to Kintsch’s (1993, 1998, p. 189) classification process, Singer’s causal inferences may be described as memory retrieval in search for bridging knowledge. The inference generation of the proposed unified model, on the other hand, originates when reading the first sentence and is grounded in knowl-
edge-based elaborations of the presented information. These elaborations are later bridged to other domain knowledge that is constructed from a subsequent sentence. These inferences are therefore best termed bridging inferences. According to the aforementioned classification scheme, these inferences would be described as associative elaborations of presented information.

With reference to the levels-of-representation assumption we may similarly distinguish between predictive and forward inferences, which have so far been used synonymously in the literature. Whereas predictive inferences are about the state of affairs described by the text and represented in the situation model, forward inferences are about what an author will say next in the text. Unlike predictive inferences, forward inferences should therefore be represented as part of the text base. Forward inferences may thus behave quite differently from predictive inferences. Furthermore, in our account, inferences and explicit statements differ with respect to the levels at which they exist in the cognitive representation (van Dijk & Kintsch, 1983). Predictive and bridging inferences exist only at the situational level; forward and backward inferences are grounded at the propositional level; and explicit statements may exist at three levels: surface, propositional, and situational. Similar to other views, the account assumes that, once drawn, the inference is part of the representation. The distinction between forward and predictive inferences as well as the distinction between backward and bridging inferences are consonant with the distinction between the explicit focus and the implicit focus in Sanford and Garrod’s (1998) scenario-mapping model. In the scenario-mapping model the explicit focus tracks the currently relevant discourse entities, and the implicit focus represents the currently relevant situations (actions, events, etc.), which are termed scenarios. There is also empirical evidence that text and situation representations differ with respect to the brain hemisphere in which they are predominately processed and stored (cf. Long & Baynes, in press).

According to our view, though, the critical representational aspect for influencing behavior such as priming, memory, and so on, is the interconnectivity of the nodes at and between the different levels. If the interconnectivity of the critical node is high because of the integration of related information, then the representation of the inference will maintain a high level of activation (as in the bridging condition). If the interconnectivity is low, then the representation of the inference will be only slightly activated (as in the neutral and text- but not situation-focused reading conditions of the predictive text after the third clause has been read).

Although the interconnectivity among the multiple levels is a fundamental aspect of CI theory, some previous models based on this theory have simulated only a single level of the network to derive experimental predictions. Our work has shown that the presence or absence of a few nodes at the propositional and surface levels can have a significant influence on the activation values of the nodes at a third level (i.e., the situational level). A key general point here is that the level that is presumably functionally related to the behavior of interest is substantially influenced by
the nodes from the other levels. Because this is one of the core theoretical assumptions of CI theory (Kintsch, 1998) and, as we have shown, this assumption significantly affects the dynamic settling of the network, the multilevel assumption is quite important and should be instantiated when formal CI models are developed to explain comprehension and inference processes.
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